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Summary:  The proposed second quarter FY20 milestone was:  “Perform several 2D VDE simulations of 

ITER using either NIMROD or M3D-C1 with differing “halo current” parameters to determine likely worst 

case configurations regarding axisymmetric vessel forces”.   This has been completed and a paper has 

been published in Nuclear Fusion.   To better understand the potential magnitude of the associated 

forces and the role of the so called ‘halo currents’ on them, we have used the M3D-C1 code to simulate 

potential VDEs in ITER. We used actual values for the vessel resistivity and pre-quench temperatures 

and, unlike most of the previous studies, the halo region is naturally formed by triggering the thermal 

quench with an increase in the plasma thermal conductivity. We used the 2D non-linear version of the 

code and vary the post- thermal quench thermal conductivity profile as well as the boundary 

temperature in order to generate a wide range of possible cases that could occur in the experiment. We 

also show that, for a similar condition, increasing the halo current does not increase the total force on 

the wall since it is offset by a decrease in the toroidal contribution.  A related study with the NIMROD 

code investigates more comprehensive boundary-condition and edge-plasma models.  Applying 

Chodura-Bohm boundary conditions with Braginskii edge-plasma thermal conduction raises halo-plasma 

electron temperature.  This extends the current and thermal quenches, consistent with the M3D-C1 

results where scaling the κ||/κ⊥ ratio raises edge temperature. 

 

1. Introduction 

Vertical displacement events (VDEs) are major disruption events that occur in elongated tokamaks when 

vertical stability control is lost due to a failure of the control system or other off-normal occurrences. 

These events cause large currents to flow in the vessel and other adjacent metallic structures. 

The  vessel  currents  associated  with  a VDE  occur  due  to both  magnetic  induction  and  poloidal  

current  flow  between the plasma and the vessel. The inductive currents are driven both by the plasma 

vertical motion and by the disruptive current quench. The poloidal currents shared by the vessel and a 

region of open field line plasma have come to be known as ‘halo currents’. They have been indirectly 

inferred on JET [1] and PBX [2], and first measured on DIII-D [3]. Therefore, it is clear that any proposed 

tokamak must be designed to withstand the forces produced by any combination of inductive and halo 

currents that could possibly occur during a disruption. 

Due  to  the  importance  of  these  events  in  tokamaks  and, in  particular  for  ITER  [4],  many  
calculations  have  been performed  to  predict  currents  and  forces  on  the  vacuum vessel from a 
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vertical displacement event. Most of them [5–7] have been performed with the DINA [8, 9], TSC [9, 10] 
and CarMa0NL [11] codes which are intrinsically 2D (axisymmetric). There have also been some 3D 
calculations [12–14] using the M3D code [15].  The  2D  codes,  DINA  and  TSC use  an  evolving  
equilibrium  approach  and  specify  as  input the properties of the halo region. The M3D code solves the 
full MHD equations but does not use the actual values of the plasma temperature and wall resistivity 
due to resolution and time scale constraints. Instead, they compress the ratio of the resistive wall time  
and  the Alfvén  time  in  the  simulations, scaling the results to ITER parameters. 

In order to better understand the potential magnitude and distribution of these forces, we have used 
the M3D-C1 code [16, 17] to simulate potential VDEs in ITER. This code has been extended to cover 
resistive wall instabilities (including VDEs)  [18],  which  allows  it  to  realistically  model  both induced 
and conducted (halo) currents in the wall, and it has been used in VDE simulations of a NSTX disruption 
[19].  Recently,  a  VDE  benchmark  exercise  [20]  between M3D-C1,  NIMROD  [21]  and  JOREK  [22]  
was  performed showing good agreement between the three codes for VDE simulations.  This was 
reported by us in the FY20 Q1 quarterly milestone report. 

Instead of describing the plasma halo region in terms of a flux interval and temperature, as done in DINA 
and TSC, this region forms naturally during and after the thermal quench and depends on the value and 
spatial distribution of the thermal conductivity, κ(x), that is used to model the sudden loss of thermal  
energy.  By  systematically  varying  this  function  we can  scan  the  variety  of  plasma  halo  parameters  
that  might occur during an actual VDE in ITER. In particular, we focused on the role of halo currents and 
the contribution of poloidal halo currents to the total vertical force. Throughout this article we will refer 
to the halo region as the plasma region outside the separatrix. In this region the current density can be 
both poloidal and toroidal. 

On the theoretical side, the total vertical force on the vessel can be shown [23, 24] to be given by 

FV = FP,C + FV,C                                                                                                                                                 (1) 

Here FP,C is the force due to the poloidal field coil fields and the plasma toroidal currents (including 
toroidal halo currents if exists), and FV,C is the force due to poloidal field coil fields and the vacuum vessel 
toroidal currents. Regarding poloidal halo currents; they do not directly feel a force from the poloidal 
field coils and they do not feel a force from the toroidal field coils since they are all in closed loops 
internal to these coils. However, they do indirectly affect the vessel forces by affecting the plasma 
motion and toroidal current distribution, and so the net force on the vessel does depend on the 
magnitude and distribution of the halo currents during the disruption. In spite of this, we will show that 
both inductive and halo contributions are related, and the total vertical force is largely unaffected when 
the amount of halo current changes. This is because the change in the halo currents is compensated by a 
change in the inductive contribution to the total force. 

The   calculations   presented   in   this   report   are   all   2D. However, unlike DINA, TSC, and CarMa0NL, 
the 2D calculations in M3D-C1 can readily be extended to 3D, using the same poloidal mesh and 
geometry. This will be the subject of a future paper dealing with the sideways wall force. In the 
following, section 2 describes the input to the simulations. Section 3 presents the results of how the 
overall vessel forces depend on the input parameters. Finally, in section 4, we present a summary and 
conclusions.  Appendix A presents an analysis of the effect of the boundary conditions used in the code 
on the physical results. 
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2. Initial conditions and code setup 

We start with a 15 MA ITER equilibrium configuration with poloidal beta, βp = 0.753,  internal  
inductance  li(3) = 0.816, and magnetic axis (R, Z)= (6.524 m, 0.537 m). The plasma is limited by a X-point 
at (R, Z) = (5.148 m, 3.386 m). VDEs are simulated from this equilibrium using M3D-C1. This is a non-
linear time-dependent extended MHD code that uses high-order finite elements and implicit time-
differencing [17]. It can be used either in 2D or in 3D. It uses (R, ϕ, Z) coordinates and an unstructured 
mesh in the poloidal plane which gives it flexibility to model diverted plasmas with arbitrarily shaped 
domains. In particular, for VDE simulations the code uses three domains [20]: the plasma region where 
the MHD equations are solved, the resistive wall region where a certain wall thickness, with a given 
resistivity, is prescribed, and the outer region which is a vacuum region that can contain external current 
sources (coils). The mesh can be adjusted for each domain as illustrated in figure 1.  

 

Figure 1: Mesh and domain used in the simulations. 

The toroidal field and poloidal flux are held constant at the outermost vacuum region boundary. No 
magnetic boundary conditions are applied at the resistive wall. Unlike the earlier M3D calculations, we 
used the actual value for the vessel resistivity. To check the vessel resistivity, we  performed  a  
simulation  with  a  constant  loop  voltage applied at the domain boundary without any plasma present 
so  that  the  system  behaves  as  a  basic  RL  circuit. This loop voltage produces a time varying current 
in the vessel. Figure 2 shows the wall current as a function of time. We can see that the simulation fits 
very well the analytic result 

/

0

( )/

0

(1 ) for t < t
( )

      for t  tc

t

c

t t

c

I e
I t

I e







 

 
 


                                                                                 (2) 



4 
 

 

Figure 2:  Wall current as a function of time (red curve) for a step loop voltage applied at the domain boundary (blue curve).  
In this case no plasma is assumed and thus, the system behaves as a basic RL circuit.   Analytic fits, given by equation (2) are 
also included. 

Here tc is a certain time when the voltage was switched off (t = 0.775 s in the figure). A 6 cm thick vessel 
wall with resistivity 7.388 x 10−7 Ω m led to a time constant of τ = 235 ms, in agreement with the same 
vessel model in the CarMa0NL code [25]. The actual conducting structure around the ITER plasma is, of 
course, much more complex than the uniform thickness conducting wall used here.  Future studies will 
couple the ITER vessel model as used in the CARIDDI code [26] with M3D-C1 for more detailed analysis.  
The present study uses a simplified structure model, but with the correct time constant as a low order 
approximation. 

In this work, we have simulated ‘hot VDEs’ in which the wall contact and subsequent plasma scrape-off 
initiates the thermal quench which in turn causes the current quench. To perform these simulations we 
start from the previously mentioned plasma equilibrium and evolve it using the set of extended MHD 
equations. The VDE is triggered as follows. The βp is reduced from 0.753 to 0.636 over a period of 0.33 
ms by temporarily increasing the electron and ion thermal conductivity. This causes the plasma to move 
inward by about 3 cm since the external fields are fixed. This motion induces an eddy current in the 
vessel, primarily in the inboard wall. Since the initial equilibrium does not correspond to a ‘neutral point’ 
[27, 28] of the vessel, this eddy current will produce a magnetic field with a radial component which 
causes the plasma to begin to move vertically upward, thus initiating the VDE. We did not include 
vertical stabilization control so the currents in the coils are fixed. 

The  plasma  moves  upward,  initially  according  to  the exponential  ∆Z(t)  exp(γt) with    = 6.88 s−1,  
eventually making  contact  with  the  vessel,  causing  the  outermost  surfaces to be scraped-off and the 
edge safety factor qa to drop. When qa = 2, we initiate a thermal quench by increasing the perpendicular 
thermal conductivity κ⊥ to a large value, κ⊥TC, which takes the plasma temperature down from 30 keV to 
tens of eV.  Before the thermal quench the plasma is adiabatic on  these  time  scales  with  negligible  
thermal  conduction  or Ohmic  heating.  After the thermal quench, the temperature quickly finds its 
equilibrium value where the Ohmic heating balances the thermal conduction.  Consider the primary 
terms in the temperature equation: 
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For Spitzer resistivity, assuming equal ion and electron temperatures, η  T−3/2.   Noting that the current 
density does not change on these timescales, and equating the two terms on the right in equation (3a), 
we have that the post thermal quench plasma temperature will scale with a power of the post thermal 
quench thermal conductivity, i.e.  

                2/5

TC TCT  


                                                                                               (4) 

3. Results 

Figure 3 shows different global parameters as a function of time during a particular VDE simulation. 
Figure 3(a) shows the plasma peak temperature (at the magnetic axis) in which we can see that the 
thermal quench (TQ) is initiated at t = 635 ms, causing the sharp fall in the peak temperature. This 
change in the temperature  increases  the  plasma  resistivity  which  triggers  the  current  quench  (CQ),  
as  shown  in  3(b).  Due to the plasma current decay, a toroidal net current is induced in the wall which 
is  shown  with  dash  lines. This ‘additional’ current induced in the wall is in a direction to further 
accelerate the vertical motion as can be noted in 3(c). As shown below, faster current quenches lead to 
faster vertical displacements. Finally, figure 3(d) shows the total vertical force on the wall due to these 
wall currents.  

 

Figure 3:  Evolution of relevant global parameters during a VDE:  (a) the peak plasma temperature, (b) the toroidal plasma 
and wall currents, (c) the magnetic axis z-position, and (d) the total vertical force on the wall. 

 Before the TQ the total toroidal current on the wall is approximately null, but with a strong negative 
contribution on the top of the vessel, which acts to push the plasma back as it moves upwards, and a 
strong positive contribution on the lower part of the vessel which acts to pull it. Even though the 
toroidal current in the upper part of the vessel is negative at these early times, the associated force is 
positive. This can be reconciled with equation (1) by noting that the external coils are exerting 
considerable upward force on the displaced plasma at this time which is transferring that force to the 
vessel.  So even though the direct upward force exerted by the coil on the vessel is negative at this 
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point, (the second term in equation (1)), the indirect force on the vessel, via the plasma (the first term in 
equation (1)) dominates, and so the overall force on the vessel is positive (upward). 

The total vertical force on the wall is, by definition,      

  ˆ ˆ
V

vessel

dV z F z J B                                                                                               (5a) 

 R R

vessel

J B J B dV                                                                                (5b) 

This is the expression the code uses. The first term in equation (5b) is the inductive current term and, as 
mentioned before, it is due to both the plasma movement (the VDE itself) and the current quench. The 
second term is due to the radial component of the poloidal halo current. At the plasma-wall interface, 
the plasma poloidal halo current density is not tangential to the wall since it lies by definition in the 
open field line region (outside the separatrix) and thus, it can penetrate into the wall and back to the 
plasma.  A goal in this work is to explore the role of the halo currents on the wall force. 

The halo region is generated during the thermal quench as a consequence of the thermal conductivity 
increase. As discussed before, since in this work we only consider 2D simulations the TQ is initiated by 
increasing the thermal conductivity and different ways of doing this are possible.  Due to the complexity 
of this problem, an expression for this transport coefficient during a disruption in an actual device is 
certainly unknown. Hence, in the following we explore different cases in order to cover a wide range of 
possibilities that could occur in the experiments.    

3.1 Uniform  profiles     

Let us first consider the case where we initiate the TQ by increasing the thermal conductivity to a 
uniform value.  Figure 4 shows the effect of  values on the post-TQ temperature.   Figure  4(a)  shows   
the   temperature   profiles  after  the  TQ  as  a  function  of  the  major  radius,  at the  magnetic  axis  
height, for  different  κ⊥  values.  From top   to   bottom   curves,   the   κ⊥   values   employed   were:  5 x     
10−4, 2 x 10−3, 5 x 10−3, 0.01, 0.015, 0.025, 0.05, 0.1, 0.15, respectively (κ is in normalized units. To get SI 
units, multiply by κ0 = 1.542 × 1026 m−1s−1).   
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Figure 4:  (a) Post-TQ temperature profile for different thermal conductivity TC (see text). (b) A zoom in the edge region.   

After a certain ||/ ratio, the corresponding temperature in the open field line starts decreasing.  (c) The corresponding 
density profile 

In these runs the parallel thermal conductivity, κ, was fixed at 1. The peak post TQ temperatures  vary  
with  the  thermal  conductivity  approximately   like   equation   (4)   as   expected.   In   this   case,   the 
boundary temperature was set to 0.17 eV. Figure 4(b) shows a zoom in at the outer edge region. Figure 
4(c) shows the density profiles so that the thermal conductivity diffusion coefficient, κ/n can be 
obtained. The figures have also marked the separatrix in order to show the halo or open field line region 
(R > Sep. in the figures). It can be noted that as the post-TQ temperature is increased (by reducing κ⊥) 
the temperature in the open field line region increases as well, but there is a certain peak temperature 
from which if it continues increasing, a lower temperature in the open field line region is obtained. This 
can be explained as a competition between κ⊥ and κ|| . Inside the separatrix, the parallel heat flux does 
not change the temperature profile appreciably since the temperature is a flux function. This is why the 
post-TQ peak temperature is determined by κ⊥, as shown in equation (4). However, outside the 
separatrix, in the open field line region, the parallel flux does play a role linking the plasma temperature 
with the boundary temperature condition. Therefore, the temperature profile in this region shows a 
dependence on the κ||/κ⊥ ratio, as discussed in [20].  
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Figure 5: (a) Plasma current, (b) magnetic drift, (c) total vertical force on the wall and (d) toroidal halo current 
as a function of time, for different post-TQ thermal conductivity values, as shown in figure 4(a). For 
temperatures higher than 70 eV, the halo current decreases. The grey curve corresponds to a case without a 

TQ. 

Figure 5 shows how this change in the thermal conductivity affects the time evolution of other global 
quantities. In particular, it shows (a) the plasma current, (b) the magnetic axis z − location, (c) the total 
vertical force on the wall and (d) the toroidal halo current. The cases with higher temperature have 
slower current quench since the plasma resistivity is smaller. This leads to a slower vertical drift. In 
addition, it can be noted that the temperature has an effect on the total vertical force.  Increasing the  
post TQ thermal  conductivity (κ) by a factor of 300 led to a lowering of the post TQ electron 
temperature (Te) by a factor of 10, and to an almost factor of 10 in the reduction of the current quench 
time, which led to a reduction of the total force of over 50 %. In addition, from figures 4(b) and 5(d), we 
can see that there is a direct correlation between the open field line temperature and the magnitude of 
halo currents.         

Although  the  vertical  force  depends  on  the  radial  component  of  the  current  density  flowing  
through  the  wall,  the toroidal halo current, as shown in figure 5(d), is a good measure of it since the 
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plasma is basically force-free. Therefore, the poloidal halo current that flows into the wall is related to 
the toroidal halo current in the plasma.  

Changing the thermal conductivity in this way does not produce a significant change in the halo current 
and it remains at values below  1 MA. However, it is a goal of this work to find cases with higher halo 
currents at relatively low post-TQ temperatures since typical values reported for these temperatures are 
around ∼15–30 eV [29, 30]. Of course, we do not have such a reference for an ITER scenario. Hence, in 
order to compare with the following cases, we consider the case with κ⊥ = 0.05 and post-TQ 

temperature Te  30 eV (blue curves in figures 4 and 5) as a reference for this study. 

3.2 Different post-TQ  profiles 

In this section we compare the previous case with κ⊥ = 0.05, with an increasing and a decreasing in 
radius κ profile. These profiles are presented in figure 6(a).  They were chosen in order to get the same 

post-TQ peak temperature of  30 eV, as shown in figure 6(b). We can observe that the thermal 
conductivity profile modifies the temperature profile with a strong impact in the open field line region. 
The increasing in radius profile (black curve) produces a reduction of the open field line region 
temperature while the decreasing in radius profile (red curve) increases it. 

 

Figure 6:  (a) Different thermal conductivity profiles to produce the TQ and (b) the corresponding post-TQ Te profiles. 

The effect of these κ⊥ profiles on global plasma parameters is presented in figure 7. As in the previous 
case, figure 7 shows (a) the plasma current, (b) the magnetic axis z − position, (c) the total vertical force 
on the wall and (d) the toroidal halo current, all as a function of time. Although these three cases have 
the same peak temperature, the average temperatures are different. As a consequence, the current 
quench, figure 7(a) is  slower  in  time  as  the  thermal  conductivity  changes  from decreasing to 
increasing in radius.  As in the previous case, this difference in the current quench explains the different 
drift speeds (figure 7(b)). 
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Figure 7:  (a) Plasma current, (b) magnetic drift, (c) total vertical force on the wall and (d) toroidal halo current as a function 
of time, for different post-TQ thermal conductivity profiles, as shown in figure 6(a). 

An important result here is that the total force, figure 7(c), is  approximately  the  same  for  the  three  
cases  even  though the  current  quenches  are  different  and  the  halo  current  was strongly  affected  
by  the  different  κ⊥  profiles,  as  shown  in figure 7(d). Thus, at first glance it seems that the halo 
current is not playing a sensitive role in the total wall vertical force. We discuss this next. In addition, we 
can see that there is not a straight correlation between the current quench time and the total force.  

3.3 Different post-TQ boundary temperatures 

In addition to the freedom to modify the thermal conductivity value  and  profile,  another  parameter  
that  can  be  modified is the  boundary  temperature.  In all the previous cases, this temperature was 
fixed to 0.17 eV. However, one could expect that during a disruption and because of the energy release, 
the temperature at the plasma-wall interface increases. This should increase the halo current even 

more. Hence, we compare in figure 8 the reference case (κ⊥ = 0.05 and post-TQ Te  30 eV ) with a 
decreasing in radius thermal conductivity profile as in the previous case but with a boundary 
temperature of 3 eV, as shown in figures 8(a) and (b) respectively.  
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Figure 8: (a) Different thermal conductivity employed to produce the TQ and (b) the corresponding temperature profiles, as 
a function of the mayor radius. For this comparison, two different boundary temperatures were employed. (c) The vertical 
wall force and (d) the toroidal halo current as a function of time. 

As in the previous cases, figures 8(c) shows the total vertical force on the wall and figure 8(d) the 
toroidal halo current. However, for simplicity we do not show the plasma current and magnetic z-
position as a function of time,  but the current quench time in this case is even slower than in the 
previous one. It can be noted that, even the large amount of halo currents generated in this case with a 
3 eV boundary temperature, the total force does not change significantly (< 3 % at the maximum) and, 
on the contrary, it is a bit smaller than the reference case (blue curve). This is one of the main results of 
this study. 

To reveal even more the differences between the poloidal currents in both cases, figure 9 shows the 
streamlines of the poloidal current,  I = RxBϕ, and its contour patterns for both cases at an intermediate 
stage after the TQ. We observe that the halo region in the plasma acts as a poloidal current source for 
the wall.  In figure 9(a), the current penetrates the wall on the inner side and follows two directions, as 
shown with the yellow curves. These current loops go into the plasma in the outer side of the wall. 
However, if we increase the boundary temperature, the plasma resistivity on the open field lines further 
from the plasma decreases and the currents find new ways to close the circuit, as shown in figure 9(b). 
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Figure 9.  2D toroidal stream function for a particular time after the TQ for the two cases presented in Figure 8. 

It is reasonable to expect that the difference in the halo current will have an impact in the total force via 
the JR x Bϕ term in equation (5b). This is illustrated in figure 10 in which we decompose the total forces 

shown in figure 8(c). Figure 10(a) shows the reference case (κ = 0.05 and post-TQ Te   30 eV) while  (b)  
shows  the  case  with  decreasing  in  radius  thermal conductivity  and  3 eV  boundary  temperature.  In 
addition  to the total force, the figure shows the JR x Bϕ (halo) term and the Jϕ x BR (inductive) term for 
each case.  We see that when we initiate the TQ, the halo force term starts growing. However, at the 
same time the inductive force term decreases in such a way that the total force remains basically 
smooth. We also see that the case with more halo current (b) has a larger halo force term than the case 
with smaller halo current (a), as expected. But for this case, the inductive term drops even more and 
therefore the total force remains similar in both cases.  A similar force breakdown was presented in [6] 
but without focusing on the present analysis.       
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Figure 10: Total vertical force on the wall as a function of time for the two different cases presented in figure 8.  In addition, 

the JRBϕ and JϕBR terms are included to show the breakdown of the total force. 

To better understand this result, we can rewrite equation (5b) in the following form 

tor pol

V V V F F F                                                                                      (6) 

where  Ftor  is  the  force  contribution  due  to  toroidal  currents in the wall, that is to say, it is the first 
term on the right side of equation (5b) while  Fpol is the term due to poloidal (halo) currents in the wall, 
or the second term in the right side  of  equation  (5b).    Furthermore, from equation (1), and invoking 

reciprocal relationships between the forces one can write 
V C F F  [23, 24] and thus, 

tor pol ,V V C  F F F                                                                                       (7) 

Here CF  is the total force on the poloidal field coils due to the fields from the currents in the wall and in 

the plasma. 

 Since the fields from the plasma and the wall currents can only penetrate the vessel and reach the coils 
on times comparable to or longer than the L/R time of the vessel  (235 ms), the total vertical force on 
coils FC and, as a consequence, on the vessel cannot  change  appreciably  over  time  scales  much  
shorter than this. Thus, during the TQ and halo formation the force on the vessel remains approximately 

constant and the sudden increases in the force due to the halo currents, pol

VF , must be offset by changes 

in the forces due to the toroidal currents in the wall, tor

VF . 

What  is  the  mechanism  that  causes  the  toroidal  current component  of  the  wall  force  to  offset  
the  poloidal  current component on short times? We note that the formation of the halo  region  
produces  a  displacement  of  the  toroidal  current density  centroid  of  the  plasma  as  shown  in  
figure  11.  This figure shows the case presented in figure 10(b).  The black curve shows the magnetic 
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axis while the red curve shows the 
current density centroid. The grey curve 
shows the projection for a VDE without 
a TQ. The  current  density  
displacement weakens  the  plasma-wall  
force  so  that  the  plasma  remains 
force-free as the halo current develops. 
This is illustrated in figure 12. Figure 
12(a) shows the variation of the toroidal 
current  density  between  two  time  
intervals  before  the  thermal quench,  
while  figure  12(b)  shows  the  variation  
as  a  consequence of the TQ. We can 
see that, before the thermal quench 
and, as a consequence of the VDE, 
negative toroidal currents are induced 
at the top of the vessel while positive on 

the lower parts of the vessel. However, 
when the halo region is formed 
immediately after the thermal quench, 
the variation in the toroidal induction 

on the wall is reverted, leading to a sudden drop of the toroidal force contribution.   

As  a  summary  of  all  the  cases  presented  in  this  study we show in figure 13 the maximum vertical 
wall force as a function of the current quench time. The colors indicates the different post-TQ 
temperature  as  in  figure  4(a).  The arrow labeled with ‘ + Halo current’ indicates the cases presented 
in sections 3.2 and 3.3 (red curves)  where they all have the same  peak  temperature. We can see that, 
for the cases presented in section 3.1 where relatively small halo currents were obtained, the vertical 
force generally depends on the current quench time. However, as shown later, larger halo current can 
change this behavior by increasing the CQ time without significantly changing the force. Here, the CQ 
time was taken to be the difference between the time in which the plasma current decayed to 1/e of its 
value and the time when the CQ was triggered. 

In principle, one could perform a scan with different halo currents for different post-TQ temperatures, 

but we only present here the case with post-TQ T  30 eV. However, there are certain physical 
limitations in changing the halo current while keeping the same post-TQ temperature. This is because 
both temperature profile and halo current depend on the post-TQ thermal conductivity. Since different 
amounts of halo current lead to different CQ times, it is not possible to scan the CQ time in a way fully 
independent from the post-TQ temperature. 

It is also important to note that there is a limiting situation for the maximum force, which was shown in 
figure 5 (grey curve), corresponding to the case without increasing the thermal conductivity (no TQ). In 
this case, the total vertical force is around 88 MN but it is not included in figure 13 since there is not a 
well-defined current quench time for this case.  Note that this case is also unphysical because it is 
strongly unstable to 3D modes.    

 

Figure 11:  Plasma magnetic axis and toroidal current density 
z-position as a function of time for the case presented in figure 10. 
The grey curve is a projection for a case without a TQ. 
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Figure 12.  Toroidal current density variation (a) before the TQ and (b) during the TQ. 

4. Summary and conclusions 

We  have  simulated  2D VDEs  for  an  ITER  plasma  using  a uniform  thickness  conducting  wall  with  
the  actual  resistive  decay  time.  The simulations were performed with the M3D-C1 code. We have 
focused on the role of halo currents and their contribution to the total vertical force on the wall during 
the VDE. Unlike most of the previous studies, here the halo region is naturally formed by triggering the 
TQ with an increase in the plasma thermal conductivity. We systematically varied this function to scan  
the  variety  of  plasma halo parameters that might occur during an actual VDE in ITER. We explained the 
general behavior of the VDE for all the cases we performed and included the total vertical force 
calculation. We also found: (i) that the halo current is correlated to the plasma temperature in the 
scrape-off layer open field line  region,  (ii)  that  changing  the  halo  current  does not change the total 
vertical force, since it is offset by the toroidal contribution and (iii) that this offset in the toroidal 
contribution occurs because the halo formation changes the toroidal induction pattern on a timescale 
much shorter than the dissipation time in the vessel. The results also show that, for the cases presented 
in section 3.1, slower CQs generally lead to larger vertical forces as expected. However, the presence of 
a halo region can modify this scaling. 
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The results of our study do not imply 
that the halo currents are of no 
consequence in the actual ITER 
conducting wall and blanket 
structure. As in PBX [2], there will be 
current paths in the 3D ITER wall that 
are accessible only to poloidal 
currents and that could produce large 
localized forces.  The present study is 
only strictly applicable to predicting 
the total vertical forces in a uniform 
thickness isotropic resistivity wall 
with the ITER time constant. This will 
be extended in future studies to 
include more realistic wall structures.    
This study has recently been 

published in Nuclear Fusion [31].  

 

 

 

Appendix A:  Boundary and edge-plasma modeling 

The study described above examines the consequences of scaling physical parameters, such as thermal 
conductivity, where there is uncertainty in the disruption-induced conditions that may arise during 
future ITER operations.  Both the insensitivity of the peak vertical force with respect to profiles and its 
sensitivity to the magnitude of the perpendicular thermal conductivity are important findings.  The 
sensitivities prompt us to pursue more detailed modeling of the edge plasma and boundary conditions.  
To progress toward more comprehensive disruption modeling, Kyle Bunkers implemented boundary 
conditions in the NIMROD code that represent plasma behavior at the entrance to the magnetic pre-
sheath [32].  The model is based on developments for edge turbulence modeling [33], but it has been 
modified for NIMROD’s (n, Ti, Te, V, and B) dependent fields.  The most important aspects of the model 
are to set the plasma flow to the Chodura-Bohm velocity, directed outward along the magnetic field, 
and to make the normal component of the electron temperature gradient vanish while ion temperature 
is set to a small value.  The most comprehensive NIMROD VDE modeling to date combines these 
boundary conditions with Braginskii modeling of thermal conduction, which is reasonably accurate for 
low-temperature edge plasma. 

To determine how the boundary and edge-plasma modeling influence computed VDE behavior, Bunkers 
ran a series of axisymmetric computations for an idealized tokamak profile with different combinations 
of models.  He found that if the temperature modeling is simplified to apply fixed cold surface 
temperature values, instead of thermally insulating the electrons, then the computations are not 

Figure 13:  Maximum vertical wall force versus current quench time diagram 
showing all the cases presented in this study. The colors indicate the 
temperature as in figure 4(a). The arrow labeled with ‘ + Halo current’ 
indicates the cases presented in sections 3.2 and 3.3 (red curves) where they 
all have approximately the same peak temperature. 
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sensitive to the boundary conditions on flow.  With cold surface temperatures for both species, the 
Chodura-Bohm speed is small, which throttles outflow to the same degree as setting edge flow to the 

relatively small EB drift.  However, having thermally insulating conditions on electrons allows parallel 
thermal conduction to heat open-field electrons.  When electrons are insulated, applying the Chodura-
Bohm outflow increases the rate of both the thermal quench (TQ) and the current quench (CQ), as 
shown in Fig. A-1.  Regarding edge plasma modeling, comparing computations with Braginskii thermal 
conduction to those with fixed anisotropic conductivities (Fig. A-2) shows that the larger perpendicular 
conduction with the Braginskii model broadens the electron temperature and electrical conductivity 
profiles and lengthens the CQ. 

 

Figure A-1:  Evolution of plasma current (left) and internal energy (right) in normalized units from axisymmetric two-
temperature computations with Chodura-Bohm (VCB+) and ExB (VEB) outflow conditions.  Both computations have fixed 
anisotropic thermal conductivities.  [Adapted from Ref. 32] 

 

Figure A-2:  Evolution of plasma current (left) and internal energy (right) in normalized units from axisymmetric two-

temperature computations with Braginskii ( ) and fixed (F, F2) thermal conductivity.  All three computations have 
Chodura-Bohm boundary conditions.  [Adapted from Ref. 32] 
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